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Abstract

Understanding and predicting the equilibrium behavior of chemically reacting systems in highly non-ideal environments is critical to many fields of science and technology, including solvation, nanoporous materials, catalyst design, combustion and propulsion science, shock physics, and many more. A method with recent success in predicting the equilibrium behavior of reactions under non-ideal conditions is the Reaction Ensemble Monte Carlo method (RxMC). RxMC has been applied to reactions confined in porous solids or near solid surfaces, reactions at high temperature and/or high pressure, reactions in solution and at phase interfaces. The only required information is a description of the intermolecular forces among the system molecules and standard free-energy data for the reacting components. Extensions of the original method include its combination with algorithms for systems involving phase equilibria, constant-enthalpy and constant internal energy adiabatic conditions, a method to include reaction kinetics, a method to study the dynamics of reacting systems, and a mesoscale method to simulate long-chain molecule phase separation. This manuscript surveys the various applications and adaptations of the RxMC method to-date. Additionally, the relationship between the RxMC method and other techniques that simulate chemical reaction behavior is given, along with insight into some technical nuances not found in the pioneering papers.

KEYWORDS: Monte Carlo, reaction, equilibria, simulation
1. Introduction

The behavior of chemical reactions in highly non-ideal environments spans a wide range of scientific interest, including catalyst development, nanoporous material manufacturing, supercritical fluid separation, propulsion and combustion science, shock and planetary physics, novel energy storage devices, and more. The thermodynamic driving forces for chemical reactions arise from differences in the isolated molecule (ideal-gas) energetic properties of the constituent reactant and product species. In non-ideal systems, these forces are modulated by the physical forces arising from the intermolecular forces experienced by the reacting components, including interactions among the reacting compounds themselves, molecular confinement, and solvation of a surrounding fluid. A fundamental understanding of the relevant physical forces is critical for optimizing processes and applications involving chemical reactions. For example, in the design of heterogeneous carbon supports (which are often highly porous materials) molecular-level confinement strongly affects the adsorbed phase, which in turn influences the reaction equilibria (and the kinetics).

Accurately measuring reaction equilibria for some systems can be extremely challenging. In particular, measurements can be hindered by the length scale. For example, measuring the concentrations of a fluid mixture confined in a nanoporous material is difficult, if not impossible. Moreover, extreme conditions such as high pressure or high temperature can require specialized instrumentation (e.g., a diamond anvil cell), limiting the types of materials and conditions that can be studied. While not all experimental measurements of reaction equilibria are difficult, future progress in understanding phenomena at the nanoscale will be a result of combined experimental and computational approaches.
Laboratory challenges have necessitated the development of theoretical predictive capabilities to complement the experimental analyses. To date, the most reliable theoretical treatments for predicting reaction equilibria apply statistical mechanical approaches such as variational perturbation theory (e.g., reference [1]) or integral equation theory (e.g., references [2-8]). Ultimately, these approaches can be used to predict reaction equilibria by minimizing the system Gibbs free-energy, under the constraints of conservation of the total number of atoms of each element constituting the chemically reacting species [9]. However, approximations often must be made within the theoretical models to keep the calculations tractable. These types of approximations can add uncertainty to the predictive capabilities of the methods. Traditional methods for computing reaction and phase equilibria rely upon macroscopic-level thermodynamic descriptions, such as equations of state. However, molecular simulations can provide unique insight into atomic-level phenomena, which thermodynamic models cannot.

In addition to the Reaction Ensemble Monte Carlo (RxMC) approach reviewed here, there has been significant development of other molecular-level and atomistic computational approaches that can also provide information about chemical reaction equilibria. These can be grouped into two general categories: \textit{ab initio} methods and force field methods [10]. The most fundamental approach to modeling chemical reactivity is with electronic structure calculations, which are based on the principles of quantum mechanics. The electronic degrees of freedom are directly included in the calculations, which allows an accurate treatment of bond distortion, bond breaking, and bond formation energetics. In general, these calculations scale poorly, so for large systems or systems that include environmental effects (like solvation), a multi-scale hybrid treatment is often used. This is the route often taken when simulating reactions involving bulky
biological fragments, where the active reaction center is treated with quantum mechanics and the rest of the molecule is simulated using a molecular mechanics approach.

In this QM/MM approach, the simulation cell is divided into sub-domains, based on the “chemical significance” of each domain. Once these regions are identified, various levels of chemical detail (or level of theory) are included in the calculation. The general philosophy is to apply the minimum amount of detail (or computational effort) to each region, needed to capture the emergent chemical physics of each region. For instance, domains of the simulation cell that experience significant forces or bond distortion may require a quantum mechanical treatment of the energetics, whereas other regions of the system may be adequately modeled with simple two-body empirical potentials.

Semi-empirical methods can also be used to model chemical reactivity. However, these are not true \textit{ab initio} methods, since they are parameterized to match experimental data or data from some other high-level calculation. In retrospect, these methods give accurate results for certain systems, and the time scales and length scales accessible in these simulations are much greater than true \textit{ab initio} approaches.

In the second general category of computational methods for simulating reaction equilibria, the strategy is to use an analytical reactive potential to describe the bond breaking and bond formation events that occur during the simulation of a chemically reactive system. The quality of the results depends heavily upon the accuracy of the potential. The reactive potential can be developed by parameterizing detailed experimental data about the reaction energetics or by performing a comprehensive set of electronic structure calculations of the relevant chemical events. Once a reactive potential is made available, classical molecular dynamics simulations of
the system can be performed, yielding important information about the reaction dynamics, and with long simulation times, provide estimates of the equilibrium composition.

This route has been implemented in many simulation studies and is able to provide detailed information about the system reactivity. While we do not intend to discuss these approaches in detail here, there are a few reactive potentials that have become popular. For instance, the reactive empirical bond-order (REBO) potential of Brenner adequately describes bonding in carbonaceous systems, and it has been extended (i.e., re-parameterized) in more recent studies to account for metal-metal and metal-carbon interactions [11,12]. The REBO potential has also been modified to model the reactivity of condensed-phase hydrocarbon systems [13], and this modified potential is called the adaptive intermolecular REBO or AIREBO potential [14-17]. Another popular reactive potential is the ReaxFF [18], which was intended to improve the REBO potential energy curves for bond-breaking events. This potential has been applied to many systems, but the parameterization can be tedious, since atom pairs, valence angles, torsions, and conjugation must be included, as well as the total potential energy. In practice, the ReaxFF is computationally demanding, but multi-scale hybrid approaches have been used to extend this potential to systems of ~10^9 atoms on large multi-processor machines [19-21]. The main drawbacks of these empirical force field methods are: (1) they have been developed for a relatively limited number of materials; and (2) they are sensitive to the parameterization, such that predictions of reactivity at only slightly different conditions may not be reliable. A more thorough discussion of the many \textit{ab initio} and force field approaches used to describe chemical reactivity can be found in Ref. [10].

While both \textit{ab initio} and force field approaches have significant drawbacks, nonetheless, they are effective routes for following the short-time transient behavior of a reactive system.
However, when the focus shifts to prediction of equilibrium behavior, the direct simulation of bond breaking and bond formation is no longer necessary because the equilibrium conversion of a chemical reaction results from the free energy difference between the reactants and the products. This implies that the path from reactants to products is irrelevant, with respect to the final value of the equilibrium conversion. The RxMC simulation method uses Monte Carlo (MC) sampling to directly simulate pre-defined forward and reverse reaction events in a simulation, yielding the equilibrium composition of the reacting mixture. In these simulations, completed forward and reverse reaction events are sampled, so that the energetics of bond breaking and bond formation are unnecessary. Furthermore, since the activation barriers for the reactions are eliminated in these simulations, kinetic limitations are circumvented and equilibrium can be established very rapidly under various conditions. The RxMC approach can be performed in any number of basic ensembles, and its implementation is similar to a traditional grand canonical MC (GCMC) simulation for a multicomponent mixture, since it involves molecular insertions and deletions, and changes of particle identities during the simulation.

In a non-ideal environment (e.g., a condensed phase, a porous material or a supercritical solvent), the RxMC approach can be thought of as predicting the shift in chemical equilibrium conversion which deviates from the ideal-gas phase reaction equilibrium involving the same reactions and constituents. RxMC simulations provide equilibrium concentrations for each species, and (depending on the thermodynamic variables specified for the system) relevant thermodynamic properties such as the density, pressure, and energy, in addition to the fluid structure. Multiple reactions and multiple phases can be simulated simultaneously. Due to its thermodynamic origin, the method does not require a reactive potential that mimics bond breaking or forming. Furthermore, it is not limited by the rate of the reaction or by the height of
the activation energy barrier. It requires only ideal-gas free energy information for the specified set of reacting species and a description of the relevant intermolecular forces.

In the RxMC method, the reaction set that is used in the simulation must be specified. This reaction set is arbitrary, apart from the requirement that it provide a proper description of the underlying chemical stoichiometry (see [9], Chapter 2). The computational efficiency of the RxMC method may be improved by investigating alternative reaction sets at the equilibration stage of the simulation. RxMC predicts the equilibrium compositions of only the specified reaction species and will not create new species that have not been explicitly included in the reaction set. Although we will show later that RxMC can provide reaction rate information for some systems [22], no direct kinetic or rate information can in general be gained from an RxMC simulation.

The RxMC method can encounter some technical hurdles, which are similar to those arising for other MC simulations. To mimic chemical reactions in an RxMC simulation, reactant molecules are removed from the simulation cell while product molecules are simultaneously inserted into the simulation cell. For some systems, e.g., high density and low temperature conditions, the insertion and deletion of molecules can be energetically unfavorable, making the RxMC method extremely inefficient in such cases. However, advances have been made to help overcome this computational challenge and extend the range of the application of the method [23,24] (reviews of these methods are given in Section 4.5 and 4.6, respectively).

In addition to specifying the reaction set that is occurring, two other pieces of information are needed to perform an RxMC simulation. First, details of the ideal-gas phase reaction are required, i.e., the intramolecular contributions for the reactants and products in the ideal-gas state, which include vibrational, rotational, and electronic contributions. Either thermochemical
data tables or quantum mechanics calculations can provide the necessary information to determine these intramolecular contributions. The second piece of information required to perform an RxMC simulation is a set of intermolecular potentials describing the interactions between reactants, products and where appropriate, the non-ideal environment, e.g., a pore wall.

The RxMC method was independently published by two different groups in 1994 [25,26]. A method similar to RxMC was also developed independently during the same time frame by Shaw termed the “N\textsubscript{atoms}PT ensemble” [27-30]. Shaw’s method is similar to RxMC in that it does not require the specification of chemical potentials or chemical potential differences. However, when simulating reactions in which the number of moles is not conserved, the N\textsubscript{atoms}PT ensemble requires implementation of the concept of a null particle. The relationship between RxMC and the N\textsubscript{atoms}PT ensemble as well as other methods developed for the statistical mechanics modeling of chemical reactions can be found in a review by Johnson [31]. The methods of Johnson et al. and Smith and Tříska are essentially the same with only slight differences with regards to how the ideal-gas phase reaction behavior is specified in the acceptance criteria. The formalism found in the work of Johnson et al. preserves the intramolecular partition functions of the reactants and products in the acceptance criteria for the forward and reverse reaction steps. Smith and Tříska group the individual partition functions together and then use the overall free energy of reaction, which is typically more readily accessible, within the acceptance criteria. In these original developments, Johnson et al. applied the RxMC method to model reaction and phase equilibria in the context of an association reaction, while Smith and Tříska applied the RxMC method to simulate a general multi-phase multi-species reacting system.
A variety of nomenclature and shorthand notation has been used for the reaction ensemble Monte Carlo method, all of which refer to the same method. Johnson and co-workers used the term “reactive canonical Monte Carlo” and the notation “RCMC”, while Smith and Tříška used the term “reaction ensemble” without any shorthand notation. Other workers have used the terms “reactive Monte Carlo” and “reaction ensemble Monte Carlo” and the notations “REMC” and “RxMC”. In this review, we use the nomenclature “reaction ensemble Monte Carlo” and the shorthand notation “RxMC”.

The overall objective of the manuscript is to provide a review of the applications and extensions of the RxMC method that have been published to-date. We hope the manuscript provides insight into the RxMC method that the reader cannot glean from the pioneering papers. We also hope to further clarify the relationship between RxMC and other computational methods that simulate chemical reaction equilibria. Applications of the RxMC simulation method to-date include numerous bulk phase reaction studies [32-36], combined reaction and phase equilibria [25,37,38], reactions confined in porous materials [32,39-46], reactions in plasmas [47,48], reactions in supercritical fluid solvents [49], reactions under shock [50-53], and still others [54-57]. Extensions of the method to-date include a constant total internal energy or constant total enthalpy method [58], a method to study reaction kinetics [22], methods to study the dynamics of reacting systems [59,60], and a method to simulate macro- and micro- phase separation at the mesoscale [61]. Before reviewing these applications and developments, we provide a detailed description of the method in its various forms.
2. Derivation and Detailed Description of the RxMC Method

We provide a derivation of the RxMC method in the case of a single chemical reaction occurring in one phase at specified temperature $T$ and system volume $V$. We will then generalize the derivation to allow for specified $T$ and pressure $P$ systems, and/or multiple reactions and multi-phase systems.

A single chemical reaction in one-phase at specified $(T, V)$ can be expressed as

$$\sum_{i=1}^{s} \nu_i S_i = 0$$  \hspace{1cm} (1)

and simulated by considering “reaction steps” (consisting of the simultaneous insertion and deletion of molecules in the system according to the stoichiometry of the reaction with appropriate acceptance probabilities) that guarantee that the reaction equilibrium criterion for the chemical reaction given in Eq. (1)

$$\sum_{i=1}^{s} \nu_i \mu_i = 0$$  \hspace{1cm} (2)

is established [9]. In Eqs. (1) and (2), $\nu_i$ is the stoichiometric number of species $i$, $S_i$ denotes the chemical symbol of species $i$, $\mu_i$ is its chemical potential, and $s$ is the total number of chemical species. Changes in the number of particles $(N_i \geq 0)$ due to the reaction steps satisfy the law of conservation of mass for the system, which may be expressed as
\[ N_i = N_i^0 + \nu_i \xi \quad (i = 1, 2, \ldots, s) \]  

(3)

where \( \xi \) is the extent of reaction and \( N_i^0 \) is the number of molecules of species \( i \) in the state prior to a reaction step. In the RxMC approach, \( \xi \) is an integer and the efficiency of the method typically requires using a value of \( \xi \) equal to +1 or -1.

Next, we consider transitions from an initial state \( k \) (prior to a reaction step) to a final state \( l \) (after the reaction step) in which the reaction proceeds either “forward” (\( \xi = +1 \)) or “reverse” (\( \xi = -1 \)) with the aim of determining transition probabilities for the forward and reverse reaction moves. In the following, we assume that the reaction events are attempted in the forward and the reverse directions with equal probability. To derive the transition probabilities for these events, we start with the grand canonical partition function for a mixture of \( s \) components [62]

\[
\Xi = \sum_{N_1=0}^{\infty} \cdots \sum_{N_s=0}^{\infty} \int \cdots \int \exp \left[ \beta \sum_{i=1}^{s} N_i \mu_i - \sum_{i=1}^{s} \ln(N_i!) + \sum_{i=1}^{s} N_i \ln \frac{V q_i}{\Lambda_i} - \beta U \right] ds^N_1 d\omega^N_1 \cdots ds^N_s d\omega^N_s .
\]

(4)

where \( \beta = 1/(k_B T) \), \( k_B \) is the Boltzmann constant, \( q_i = q_{i,r}, q_{i,v}, q_{i,e}, q_{i,n} \) is the internal contributions (rotational, vibrational, electronic, nuclear) to the partition function for isolated molecule \( i \), \( \Lambda_i \) is its de Broglie thermal wavelength, \( U \) is the configurational energy of the mixture, \( s = r/V^{1/3} \) is a set of scaled coordinates, and \( \omega \) is a set of orientations. The \( q_i \) term is related to the molar standard chemical potential \( \mu_i^0 \) [9,63] via
\[
\frac{\mu_0^i}{RT} = -\ln\left(\frac{q_i}{\beta P^0 N_i^j}\right)
\]  \hspace{1cm} (5)

where \( R \) is the universal gas constant and \( P^0 \) is the standard-state pressure (typically taken to be 1 bar). Accurate and readily available values for \( \mu_0^i \) are contained in thermochemical compilations such as the TRC [64] or NIST-JANAF tables [65]. The probability that a system is in state \( k \) is then

\[
P_k = \frac{1}{\Xi^i} \exp\left[ \beta \sum_{i=1}^{s} N_i \mu_i - \sum_{i=1}^{s} \ln(N_i!) + \sum_{i=1}^{s} N_i \ln \left( \frac{Vq_i}{\Lambda_i^3} \right) - \beta U_k \right]
\]  \hspace{1cm} (6)

where \( U_k \) is the configurational energy of state \( k \). If the reaction in Eq. (1) proceeds in the forward direction (\( \xi = +1 \)) from state \( k \) to state \( l \), then \( N_i \) changes according to Eq. (3) and the probability of observing that state is

\[
P_l = \frac{1}{\Xi^i} \exp\left[ \beta \sum_{i=1}^{s} (N_i + \nu_i) \mu_i - \sum_{i=1}^{s} \ln((N_i + \nu_i)!) + \sum_{i=1}^{s} (N_i + \nu_i) \ln \left( \frac{Vq_i}{\Lambda_i^3} \right) - \beta U_l \right]
\]  \hspace{1cm} (7)

where \( U_l \) is the configurational energy of state \( l \). The transition probability for the reaction in the forward direction, \( P_{k \rightarrow l}^{+1} \), is then given as the ratio of \( P_l/P_k \), i.e.,

\[
P_{l \rightarrow k}^{+1} = \min\left\{1, V^s \prod_{i=1}^{s} \left( \frac{q_i}{\Lambda_i^3} \right)^{\nu_i} \prod_{i=1}^{s} \left[ \frac{(N_i^0)!}{(N_i^0 + \nu_i)!} \right] \exp(-\beta \Delta U_{kl}) \right\}
\]  \hspace{1cm} (8)
where \( \bar{v} = \sum_{i=1}^{s} V_i \) is the net change in the total number of molecules for the reaction given in Eq. (1) and \( \Delta U_{kl} = U_l - U_k \). Note that the chemical potentials have cancelled out of Eq. (8) by application of the reaction equilibrium criterion, Eq. (2). Analogously, we can derive the transition probability for the reaction in the reverse direction \( (\xi = -1) \), \( P_{i\rightarrow l}^{-1} \), and in doing so we get

\[
P_{i\rightarrow l}^{-1} = \min \left\{ \frac{1}{V}, V^{-\bar{v}} \prod_{i=1}^{s} \left( \frac{q_i}{N_i^0} \right)^{-v_i} \prod_{i=1}^{s} \left[ \frac{(N_i^0)!}{(N_i^0 - v_i)!} \right] \exp(-\beta \Delta U_{kl}) \right\}
\]  

By introducing the ideal-gas equilibrium constant

\[
K = \exp \left( -\frac{\sum_{i=1}^{s} V_i \mu_i^0}{RT} \right)
\]  

Eqs. (8) and (9) can be written in a more compact form as

\[
P_{i\rightarrow l}^{\xi} = \min \left\{ \frac{1}{V}, (\beta P^0 V)^{\bar{v}} \prod_{i=1}^{s} \left[ \frac{(N_i^0)!}{(N_i^0 + v_i \xi)!} \right] \exp(-\beta \Delta U_{kl}) \right\}
\]  

To simulate a chemical reaction at specified \( (T, P) \), rather than at specified \( (T, V) \), we simply incorporate trial volume changes \( V_k \rightarrow V_l \) in addition to the particle displacements/reorientations and reaction moves. The trial volume changes are governed by [66]

14.
\[
P_{kl}^V = \min \left\{ 1, \exp \left[ -\beta \Delta U_{kl} - \beta P(V_i - V_k) + N \ln \frac{V_i}{V_k} \right] \right\} \tag{12a}
\]

or by
\[
P_{kl}^V = \min \left\{ 1, \exp \left[ -\beta \Delta U_{kl} - \beta P(V_i - V_k) + (N + 1) \ln \frac{V_i}{V_k} \right] \right\} \tag{12b}
\]

where \( N = \sum_{i=1}^{s} N_i \) is the total number of molecules in the system. Eqs. (12a) and (12b) are valid when performing random walks in \( V \) and \( \ln V \), respectively.

The RxMC approach outlined above for a single chemical reaction can be straightforwardly generalized to any linearly independent set of \( R_t \) chemical reactions, given by

\[
\sum_{i=1}^{s_j} v_{ji} S_j = 0 \quad (j = 1, 2, ..., R_t) \tag{13}
\]

where \( v_{ji} \) is the stoichiometric number of species \( i \) in reaction \( j \) and \( s_j \) is the number of species in reaction \( j \). In the case of multiple chemical reactions, Eqs. (2) and (3) then read as

\[
\sum_{i=1}^{s_j} v_{ji} \mu_i = 0 \quad (j = 1, 2, ..., R_t) \tag{14}
\]

\[
N_i = N_i^0 + \sum_{j=1}^{R_t} v_{ji} S_j \quad (i = 1, 2, ..., s; j = 1, 2, ..., R_t) \tag{15}
\]
and the transition probability for an individual reaction step $\xi_j$ is then

\[
P_{kl}^{\xi_j} = \min\left\{1, \left(\beta P(V)^{\frac{k_j}{s_j}} K_j^{\xi_j} \prod_{i=1}^{s_j} \frac{N_i^0!}{(N_i^0 + \nu_j \xi_j)!} \right) \exp(-\beta \Delta U_{kl}) \right\},
\]

(16)

where $\nu_j = \sum_{i=1}^{s_j} \nu_j$ is the net change in the total number of molecules for reaction $j$ and

\[
K_j = \exp\left(-\frac{\sum_{i=1}^{s_j} \nu_j \mu_i^0}{RT}\right)
\]

(17)

To summarize, the RxMC method (for a single-phase system) consists of a combination of the following types of MC steps:

1. Particle displacements/reorientations;
2. Reactions, consisting of the following:
   (a) Randomly select a reaction if $R_i > 1$;
   (b) Randomly select the reaction direction, forward or reverse;
   (c) Randomly select a set of reactant and product molecules in the system according to the stoichiometry of the selected reaction;
   (d) Attempt the reaction move by evaluating the acceptance probability associated with performing changes of particle identities, together with particle insertions and deletions, if the total number of molecules changes during the selected reaction;
3. Volume changes in the case of constant-$P$ simulations.
The convergence rate of the method is influenced by the relative ratios of the three different types of steps, with the optimal choice depending on the system properties and the state point simulated. The relative frequency of steps 1, 2 and 3 should be chosen similarly to steps performed in conventional GCMC and isothermal-isobaric MC simulations, i.e., \( \overline{N} : 1 : (1 + 10) \overline{N} \), where \( \overline{N} \) is approximately the anticipated total number of molecules. To increase the sampling efficiency, it is convenient (e.g., in the case of multiple reactions at extreme thermodynamic conditions) not to select particular reactions randomly but in such a way as to ensure that the number of accepted reactions is equivalent for each reaction type; for details, see Ref. [56].

The RxMC method can be combined with the Gibbs ensemble Monte Carlo (GEMC) technique [67,68] to simulate combined reaction and phase equilibria (typically vapor-liquid). Note that phase equilibria can be regarded as a special case of chemical reaction, according to

\[
1 \cdot S_i^a - 1 \cdot S_i^b = 0 \quad (i = 1,2,\ldots,s)
\]

(18)

where \( S_i^a \) and \( S_i^b \) denote the chemical symbol of species \( i \) in phase \( a \) and in phase \( b \), respectively.

The relevant phase equilibrium conditions then follow from Eq. (2) and read as

\[
\mu_i^a = \mu_i^b \quad (i = 1,2,\ldots,s)
\]

(19)

As in the GEMC approach, each phase is modeled by a separate box. In addition to particle displacements/reorientations, reaction and volume-change steps, inter-phase particle transfers are incorporated into the RxMC method to ensure equality of chemical potentials between phases. Implementation of the inter-phase particle transfers depends on the algorithm used [69].
Therefore, in the following, we provide details of all three possible particle-transfer algorithms for completeness.

The first algorithm [68,69] involves randomly choosing species $i$ and donor box $a$, and subsequently transferring that species to a random position in recipient box $b$. The corresponding transition probability is given by

$$P_{kl}^i = \min \left\{ 1, \frac{N^a_i V^h}{(N^h_i + 1)V^a} \exp\left(-\beta \Delta U_{kl}^a - \beta \Delta U_{kl}^b\right) \right\}$$

(20)

The second algorithm [69] involves randomly choosing the particular particle that is to be transferred from one of the $N$ particles of the total system regardless of which box it is in or its species type. The transition probability in this case is given by

$$P_{kl}^i = \min \left\{ 1, \frac{V^h}{V^a} \exp\left(-\beta \Delta U_{kl}^a - \beta \Delta U_{kl}^b\right) \right\}$$

(21)

The third algorithm [69] involves choosing the donor box $a$ and recipient box $b$ at random, then randomly choosing the particle that is to be transferred from the donor box regardless of its type, and subsequently transferring it to a random position in the recipient box. The corresponding transition probability is given by

$$P_{kl}^i = \min \left\{ 1, \frac{N^a_i V^h}{(N^h_i + 1)V^a} \exp\left(-\beta \Delta U_{kl}^a - \beta \Delta U_{kl}^b\right) \right\}$$

(22)
The RxMC simulation strategy in the case of combined reaction and phase equilibria depends on the complexity of the reactive systems. The particle displacement/reorientation steps are carried out in each phase. The volume change steps are also performed for each box in the case of constant-pressure simulations (unless it violates the Gibbs phase rule). It should be noted that for some multiphase reactive systems, such as vapor-liquid equilibrium, with a dimerization reaction \(2A \leftrightarrow B\), the pressure cannot be specified in advance (simultaneous specification of \(T\) and \(P\) will result in a single-phase system unless the conditions are exactly on the saturation curve). Rather, the equality of pressure in the vapor and liquid phase is achieved by correlated volume changes as in the GEMC simulation of pure substances, which are governed by [67]

\[
P^V_{kl} = \min \left\{ 1, \exp \left[ -\beta \Delta U^a_{kl} + \beta \Delta U^b_{kl} + N^a \ln \left( \frac{V^a_k + \Delta V}{V^a_k} \right) + N^b \ln \left( \frac{V^b_k - \Delta V}{V^b_k} \right) \right] \right\}
\]

(23)

where \(\Delta V\) is a random volume change.

For a multiphase reacting system, the chemical reaction steps may be carried out either in each phase or in one phase only (typically in the less dense phase). However, computational efficiency will be affected by that choice. When reaction steps are carried out in each phase, not all species of the reactive mixture need to be transferred between boxes since the equality of the chemical potentials between phases for the other species is achieved by the reaction steps carried out for each box. In general, the total number of chemical and phase equilibrium reactions is given by \(2s - \text{rank}(A)\), where \(A\) denotes the matrix formed by the molecular formulae of the species ([9], chapter 2). To maximize efficiency, the choice of the species to be transferred between the boxes should be based upon their molecular complexity. It is desirable to transfer
the smaller or simpler molecules and to avoid transferring the larger, polyatomic molecules between the boxes. The inter-phase particle transfers are then performed using the first particle-transfer algorithm, Eq. (20). When reaction steps are carried out in one phase only, one of the three algorithms for particle transfers may be employed and the choice of the particle-transfer algorithm affects the efficiency in the RxMC sampling (but not the final results). The relative frequency of the particle displacements/reorientations, reaction and volume change steps are chosen similar to the one-phase RxMC case, and likewise the frequency of the particle-transfer steps should be similar to that for the reaction steps.

To conclude this section, we consider an illustrative example of a reactive distillation process with the reaction type \( A + B \leftrightarrow C \), and provide additional implementation details for the RxMC method (such a system was considered by Lísal et al. [38]). In the reactive distillation process, the product \( C \) is synthesized from the reactants \( A \) and \( B \) in a liquid phase and the reaction product \( C \) is separated by distillation. The reactive distillation process thus corresponds to a vapor-liquid equilibrium system at fixed \(( T, P )\) with the reaction \( A + B \leftrightarrow C \) carried out in the liquid phase [70]. The phase and reaction equilibrium of the \( A + B \leftrightarrow C \) system at fixed \(( T, P )\) requires establishing equilibrium for the following chemical reactions:

\[
\begin{align*}
A(v) & \leftrightarrow A(l) \quad \text{(24a)} \\
B(v) & \leftrightarrow B(l) \quad \text{(24b)} \\
C(v) & \leftrightarrow C(l) \quad \text{(24c)} \\
A + B & \leftrightarrow C \quad \text{(24d)}
\end{align*}
\]
where \( v \) and \( l \) denote the vapor and liquid phases, respectively. In Eq. (24d), each species may be in either phase. There are four independent stoichiometric reactions for this system, and the above form a linearly independent set. The relevant phase and reaction equilibrium conditions (cf. Eqs. (2) and (19)) are given by

\[
\begin{align*}
\mu_A^v &= \mu_A^l \\ (25a) \\
\mu_B^v &= \mu_B^l \\ (25b) \\
\mu_C^v &= \mu_C^l \\ (25c) \\
\mu_A + \mu_B &= \mu_C \\ (25d)
\end{align*}
\]

The transition probabilities for the forward (\( \xi = +1 \)) and reverse (\( \xi = -1 \)) reaction moves (cf. Eq. (11)) then become:

\[
\begin{align*}
P_{+1}^{+1} &= \min \left\{ 1, \frac{K}{\beta P^0 V} \frac{N_A N_B}{N_C + 1} \exp(-\beta \Delta U_{kl}) \right\} \\ (26a) \\
P_{-1}^{-1} &= \min \left\{ 1, \frac{\beta P^0 V}{K} \frac{N_C}{(N_A + 1)(N_B + 1)} \exp(-\beta \Delta U_{kl}) \right\} \\ (26b)
\end{align*}
\]

where \( K = \exp[-(\mu_C^0 - \mu_A^0 - \mu_B^0)/(RT)] \). The reaction moves are carried out in forward and reverse directions with equal probabilities. In the forward direction, an A molecule and a B molecule (reactants) are chosen at random, and an attempt is made to simultaneously replace the A molecule by a C molecule (product) and to delete the B molecule from the system. The attempt is accepted with the probability given by Eq. (26a). In the reverse direction, a C
molecule (product) is chosen at random, and an attempt is made to simultaneously replace the C molecule by an A molecule (reactant) and to randomly insert a B molecule (reactant) into the box. The attempt is accepted with the probability given by Eq. (26b).

In the above, we have assumed that the A and C molecules are of similar size and that the B molecules are easier to insert and delete compared to the A and C molecules. For this case, this achieves the maximum efficiency in terms of convergence of the algorithm. Note that the implementation of the reaction step is consistent with microscopic reversibility since the forward move of replacing an A molecule by a C molecule can be immediately revisited by the reverse move of replacing a C molecule by an A molecule. Microscopic reversibility would be violated if, e.g., in the reverse move, a C molecule was replaced by a B molecule (with an A molecule inserted elsewhere in the box).

In the RxMC simulations of reactive distillation, the vapor and liquid phases are represented by two separate boxes and the required conditions of vapor-liquid and reaction equilibrium are ensured by performing a combination of four steps: particle displacements/reorientations, volume changes to maintain constant pressure, inter-phase particle transfers for the phase equilibria, and reaction steps corresponding to the reaction equilibrium. The reaction moves for the A+B→C reaction performed using the transition probabilities given by Eqs. (26a) and (26b) need be carried out only in one box for the system at hand, since Eqs. (24a)-(24d) form a maximal linearly independent set of chemical equations. It is usually most efficient to perform the reaction moves involving species in the less dense phase, i.e., the vapor box. The inter-phase particle transfers for A, B, and C molecules are then performed using one of the three particle-transfer algorithms described above, Eqs. (20)-(22). Another possible strategy, which would affect the convergence but not the final results, involves performing the
reaction steps in both the vapor and liquid boxes and transferring only two species (e.g., A and B) between the boxes using the first particle-transfer algorithm, Eq. (20). The phase and reaction equilibrium conditions corresponding to this case would be

\[ \mu_A^v = \mu_A^l \quad (27a) \]
\[ \mu_B^v = \mu_B^l \quad (27b) \]
\[ \mu_A^v + \mu_B^v = \mu_C^v \quad (27c) \]
\[ \mu_A^l + \mu_B^l = \mu_C^l \quad (27d) \]

3. Applications of RxMC

The RxMC method has been applied to a wide variety of reacting systems. Below we present a review of all applications that have appeared in the literature to-date, including simple bulk-phase reactions, combined chemical and phase equilibria, reactions at high pressure and high temperature, confined reactions, and reactions at interfaces.

3.1 Bulk Phase Reactions

The RxMC method has been applied to various idealized models as well as realistic reaction systems in bulk fluid phases. Smith and Třiska [26] tested the method on the isomerization reaction \( A \leftrightarrow B \), the dimerization reaction \( 2A \leftrightarrow A_2 \), the combination reaction \( A + B \leftrightarrow C \), and a two-reaction system for hard sphere mixtures. They compared the RxMC simulations with results obtained using Boublík’s equation of state and found excellent agreement. Smith and Třiska [26] also studied the NO formation reaction, \( N_2 + O_2 \leftrightarrow 2NO \), which
had been previously considered by Shaw [27]; their RxMC results were in essentially exact agreement with Shaw’s results. Johnson et al. [25] tested the RxMC method on the dimerization reaction $2A \leftrightarrow B$ with monomers $A$ modeled as Lennard-Jones (LJ) spheres and dimers $B$ modeled as two-center LJ (2CLJ) diatomics. They compared the RxMC results with results obtained using the GCMC method. The agreement between the RxMC and GCMC runs was excellent. Johnson et al. [25] and Turner et al. [32] considered the NO dimerization reaction $2\text{NO} \leftrightarrow (\text{NO})_2$. The reactive system was modeled as a mixture of LJ and 2CLJ molecules, with the RxMC results for the bulk saturated liquid phase comparing favorably with experimental data (see Fig. 1). Turner et al. [32] also studied the ammonia synthesis reaction $\text{N}_2 + 3\text{H}_2 \leftrightarrow 2\text{NH}_3$ in the compressed fluid phase, with $\text{N}_2$, $\text{H}_2$, and $\text{NH}_3$ modeled using all-atom potentials. They considered an initial stoichiometric mixture of $\text{N}_2$ and $\text{H}_2$ (1:3), with and without the addition of inert gases, and again the simulation results agreed quite well with experimental measurements (see Fig. 2).

The predictive power of the RxMC method in the bulk phase was explored more recently by Carrero-Mantilla and Llano-Restrepo [33,34]. In Ref. [33], they studied the vapor-phase reaction equilibrium for the hydrogenation of benzene to cyclohexane reaction: $\text{C}_6\text{H}_6 + 3\text{H}_2 \leftrightarrow \text{C}_6\text{H}_{12}$. Hydrogen was modeled using a one-center Exponential-6 (Exp-6) potential, which had previously been used to predict thermodynamic properties and liquid–liquid equilibria of helium + hydrogen mixtures. Benzene and cyclohexane were modeled using six-center Exp-6 potentials, which had previously been used to accurately reproduce saturated liquid and vapor densities, vapor pressures, second virial coefficients, and critical parameters of the six-member ring molecules. No binary adjustable parameters were used to compute the unlike Exp-6 interactions in the ternary system (Lorentz-Berthelot combining rules were used). Simulation
results were obtained for a range of temperatures (500-650 K), pressures (1-30 bar), and hydrogen-to-benzene feeds (molar ratios of 1.5:1 to 6:1). Comparisons of the reaction conversion, molar composition, and mass density of the ternary system were made with calculations using the macroscopic Soave–Redlich–Kwong group contribution equation of state and excellent agreement was found. In Ref. [34], Carrero-Mantilla and Llano-Restrepo applied the RxMC method to multiple-reaction vapor-phase equilibria for the hydrogenation of both ethylene and propylene, involving four reactions: $\text{C}_2\text{H}_4 + \text{H}_2 \leftrightarrow \text{C}_2\text{H}_6$, $\text{C}_3\text{H}_6 + \text{H}_2 \leftrightarrow \text{C}_3\text{H}_8$, $\text{C}_2\text{H}_6 + \text{H}_2 \leftrightarrow 2\text{CH}_4$, and $\text{C}_2\text{H}_4 + \text{CH}_4 \leftrightarrow \text{C}_3\text{H}_8$. Validated potential models were used: LJ models for hydrogen and methane, quadrupolar 2CLJ models for ethylene, ethane and propylene, and a three-center LJ model for propane. Again, no binary adjustable parameters were needed to compute the unlike LJ interactions. Effects of temperature and pressure on ethylene and propylene conversion, yield of methane, and density of the system were considered. They considered the effects on the algorithm’s efficiency of selecting alternative sets of reactions describing the system. The RxMC results were found to be in very good agreement with calculations using the Soave–Redlich–Kwong group contribution equation of state.

Pusztai et al. [35,36] used results of previous RxMC simulations [25] to test a reverse MC protocol intended to predict concentrations of associating fluid mixtures from experimental structure factor data. The reverse MC method was used to evaluate the features of the local fluid structure, which are consistent with the experimental X-ray diffraction pattern. For this particular study, in lieu of the experimental structure data, reverse MC results were taken as ‘exact results’ and thus provided a stringent test of the proposed reverse MC protocol. For the dimerization reaction $2\text{A} \leftrightarrow \text{A}_2$, Pusztai et al. showed that (under certain conditions) reasonable estimates of the fluid mixture concentrations can be obtained by X-ray diffraction data.
3.2 Combined Chemical and Phase Equilibria Simulations and the RGEMC

Phase Equilibrium Method

The simulation of combined reaction and phase equilibria was first considered by Johnson et al. [25], who combined the RxMC method with the GEMC technique [67,68]. They computed phase and reaction equilibria for a range of different equilibrium constants for the dimerization reaction $2A \leftrightarrow B$ and compared their simulations with predictions from a theory for associating fluids. The theory was found to accurately predict the fraction of monomers in the liquid and vapor phases, even when the equilibrium fraction of monomers was very low.

Lísal et al. [37] used the RxMC method to study vapor–liquid equilibria for the $\text{Br}_2 + \text{Cl}_2 \leftrightarrow 2\text{BrCl}$ reacting system. Reacting species were modeled as non-polar and dipolar 2CLJ molecules, where Lorentz–Berthelot combining rules were implemented for unlike atoms. No parameters were fit to any mixture properties in their calculations. The simulated data were compared with experimental results and with previous simulation data obtained by an indirect semi-grand ensemble approach [71-73]. This work demonstrated that the RxMC method is capable of efficiently calculating the complete phase compositions, whereas only a limited subset is available experimentally. The agreement of the simulations with experiment was rather good.

In another work, Lísal et al. [38] applied the RxMC method to a reactive distillation process. They considered reaction and phase equilibria for the isobutene/methanol/MTBE ternary system along with the reaction $i$-$\text{C}_4\text{H}_8 + \text{CH}_3\text{OH} \leftrightarrow \text{MTBE}$. The system was modeled using the OPLS force field [74-77] without any adjustable binary cross-interaction parameters or mixture data; only vapor-pressure data for the pure components was required as input. To obtain an accurate prediction of the reaction and phase equilibria for these systems, Lísal et al. used modified transition probabilities for the particle transfers. The modified particle-transfer
probabilities were developed by Lisal et al. [54,55] within the framework of an approach they called the reaction GEMC (RGEMC) method. The RGEMC approach treats the phase equilibrium conditions as a special type of chemical reaction and incorporates knowledge of the pure-component vapor pressure data into the simulations (which is typically readily available).

The modified particle-transfer probability corresponding to Eq. (20) becomes

$$P_{kl}^{l\rightarrow v} = \min \left\{ 1, \Gamma_i \frac{N_i^l V^v}{(N_i^v + 1)V_l} \exp\left(-\beta \Delta U_{kl}^v - \beta \Delta U_{kl}^l\right) \right\}$$  \hspace{1cm} (28a)

for the transfer of particle $i$ from a liquid box into a vapor box, and

$$P_{kl}^{v\rightarrow l} = \min \left\{ 1, \frac{1}{\Gamma_i} \frac{N_i^v V^l}{(N_i^l + 1)V_v} \exp\left(-\beta \Delta U_{kl}^v - \beta \Delta U_{kl}^l\right) \right\}$$  \hspace{1cm} (28b)

for the particle transfer from a vapor box into a liquid box. In Eq. (28), $\Gamma_i$ is the ideal-gas driving term for the phase-equilibrium reaction $i$ given by

$$\Gamma_i = \frac{P_{i,\text{exp}}^{\text{sat}}}{P_{i,\text{simul}}^{\text{sat}}}$$  \hspace{1cm} (29)

where $P_{i,\text{exp}}^{\text{sat}}$ and $P_{i,\text{simul}}^{\text{sat}}$ are the values of the experimental and simulated vapor pressures of species $i$ (values of $P_{i,\text{simul}}^{\text{sat}}$ can be obtained, for example, from several GEMC simulation runs and then fitted to an empirical expression such as an Antoine equation). Both the non-reacting
and reacting isobutene/methanol/MTBE ternary systems were considered over a temperature range of practical interest at a fixed pressure of 5 bar. Results were compared with calculations from two conventional thermodynamic approaches: the Wilson and UNIFAC free-energy models for the liquid phase, taken together with a truncated virial equation of state for the gas phase in both cases. Simulated results were similar to those of the thermodynamic approaches (see Figs. 3 and 4). This work further showed that the RxMC method has advantages over conventional free-energy model approaches since: (i) less experimental data are required for its implementation; (ii) RxMC can also calculate excess internal energies and molar volumes; and (iii) no cross binary interaction parameters are required.

3.3 Reactions at High Temperature: Applications to Plasma

Plasmas are ideal systems for the application of the RxMC method, since the extreme state conditions do not allow the plasma properties to be assessed experimentally. Temperatures of interest in plasmas range up to 100,000 K, and pressures up to 100 MPa or more. Among the most important properties of a plasma are its composition and thermodynamic properties. Most thermodynamic models of a plasma employ the basic assumption that local chemical reaction equilibria is achieved, implying that the electrons, ions, and neutral particles all have the same (kinetic) temperature. Reaction equilibrium in plasmas at specified \((T, P)\) is attained when the system’s Gibbs free energy is minimized subject to mass conservation, charge neutrality, and non-negativity constraints. Sources of non-ideality in plasmas are the long-ranged Coulombic interactions between charged particles, the composition-dependent lowering of the ionization potential, and the short-ranged particle interactions (neutral–neutral and neutral–charge).
Traditionally, only the first two factors have been taken into account in the Debye–Hückel approximate theory.

The RxMC method has been successfully applied to helium [47], argon [48], and air [48] plasmas, with these systems consisting of two, seven and twenty-six ionization reactions, respectively. The interactions between charged particles in the plasmas were described by Deutsch’s potentials in the form

$$u_{ab}^{\text{Coul}} = \frac{z_a z_b e^2}{4 \pi \varepsilon_0 r_{ab}} \left[ 1 - \exp\left( -\frac{r_{ab}}{R_{ab}}\right) \right] + \delta_{ae} \delta_{be} u_{ee}^s$$  \hspace{1cm} (30)

In Eq. (30), subscript \( e \) denotes electrons, \( r_{ab} \) is the distance between particles \( a \) and \( b \), \( R_{ab}^2 = \overline{\Lambda}_a^2 + \overline{\Lambda}_b^2 \), where \( \overline{\Lambda}_a \) and \( \overline{\Lambda}_b \) are the reduced de Broglie thermal wavelengths of particles \( a \) and \( b \), given by \( \overline{\Lambda} = \hbar/(2 \pi m / \beta)^{1/2} \), where \( \hbar \) is the reduced Planck constant, and \( m \) is the particle mass. Finally, \( \delta \) is the Kronecker delta. The term \( u_{ee}^s \) accounts for the electron symmetry effect and is given as

$$u_{ee}^s = \frac{\ln 2}{\beta} \exp\left[ -\frac{1}{\pi \ln 2} \left( \frac{r_{ee}}{R_{ee}} \right)^2 \right]$$  \hspace{1cm} (31)

Both the neutral-neutral particle interactions and the neutral-ion particle interactions were approximated by Exp-6 potentials. In a plasma, the Coulombic interactions lower the ionization potential of the ions, and the exact calculation of this effect is a complex problem. The essential difficulty is that the internal and configurational parts of the partition function are not
independent. As a result, the species thermochemical quantities for the ions in high temperature plasma are composition dependent. These effects were incorporated into the RxMC method using an approximation obtained from the correction of the Saha equation; for details, see Refs. [47,48]. Simulations of helium, argon, and air plasmas were carried out over a range of temperatures up to 100,000 K and pressures up to 400 MPa, where plasma compositions (Fig. 5), molar enthalpies, molar volumes, molar heat capacities (Fig. 6), and coefficients of cubic expansion were determined. The simulation results were compared with those obtained using the ideal-gas and Debye-Hückel approximations, and it was found that these approximations were not accurate in comparison with the RxMC results at high pressures.

3.4 Reactions at High Pressure: Applications to Material Shock

Several research groups have recently applied the RxMC method to the simulation of the shock Hugoniot properties of materials [50-53]. The Hugoniot curve, a commonly calculated property in shock and detonation science, reveals many properties of shocked materials, knowledge of which is critical to the design of new materials and application platforms. The Hugoniot curve relates the state of the shocked material to its initial unshocked state, and consists of the set of $PVT$ points for which the Hugoniot expression:

$$H_g = e - e_o - \frac{1}{2}(P + P_o)(v_o - v)$$

(32)

is zero. In Eq. (32), $e$ is the specific internal energy, and $v=1/\rho$ is the specific volume ($\rho$ is the specific density). The term specific refers to the quantity per unit mass, while the subscript “$o$”
refers to the quantity in the initial unshocked state. Along the Hugoniot curve, the shocked material can begin to chemically react, and therefore, the simulation of the Hugoniot curve must allow reactions to occur. Knowledge of the state conditions at which the Hugoniot curve begins to deviate from the unreacted state is critical to the design of novel energetic materials.

Brennan and Rice applied the RxMC method to determine the shock Hugoniot properties of liquid N₂ and liquid NO [50]. In separate simulation studies, they considered the dissociation reaction of N₂ into atomic nitrogen, N₂↔2N, and the decomposition of nitric oxide reaction, 2NO↔N₂+O₂. For these two simple systems, the RxMC calculations were in excellent agreement with the available experimental data. For the shocked liquid N₂ case (cf. Fig. 7), Brennan and Rice considered both a reacted and unreacted system, where in the unreacted case the dissociation reaction was ignored. Fig. 7 clearly shows that at higher pressures it is critical to include the dissociation reaction to accurately reproduce the Hugoniot curve.

Bezkrovniy and co-workers [51,52] have applied the RxMC technique to study the behavior of dense hydrogen – a system relevant to a variety of fields including astrophysics, shock physics and, more generally, condensed matter. Their efforts were an attempt to provide a unified description of the behavior of hydrogen at high pressures, since various experimental and theoretical investigations have yielded inconsistent findings. Application of the RxMC method to the dissociation reaction of hydrogen (and deuterium), H₂↔2H, resulted in excellent agreement with theoretical predictions and good agreement with experimental measurements.

In one study [51], the authors compared RxMC simulations to theoretical predictions made by combining the hypernetted chain approximation with the mass action law (HNC+MAL). RxMC simulations in the NVT ensemble were performed for a range of temperatures (2,000-20,000 K) and pressures (0-400 GPa) for hydrogen dissociation.
Comparison of RxMC simulations and HNC+MAL predictions showed good agreement, providing confidence that the HNC+MAL method can be used to describe shock compressed systems over a wide range of temperatures and densities.

In another study [52], Bezkrovnyi and co-workers combined results from the first-principles based direct path integral Monte Carlo technique (DPIMC) and the RxMC method to give the Hugoniot relation over a wide range of densities and pressures. RxMC provided the limiting case of dense hydrogen at low temperatures (less than 15,000 K) where condensed hydrogen consists of atoms and molecules. RxMC simulations accurately describe the Hugoniot curve at lower temperatures where DPIMC simulations become cumbersome, inefficient, and converge poorly since hydrogen is characterized less by pressure ionization, i.e., ionized plasmas, and more by the formation of molecules. RxMC simulations provided guidance to assessing the theoretical predictions and, combined with DPIMC simulations, provided a unified theoretical picture of dense hydrogen (see Fig. 8).

Bourasseau et al. [53] applied the RxMC method to calculate the detonation products along the Hugoniot curve for several prototypical energetic materials, including nitromethane, tetranitromethane, hexanitroethane, PETN, and RDX. They determined the point along the Hugoniot curve, known as the Crussard curve, at which the initial material is assumed to have fully decomposed into a mixture of detonation products. In their work, they assumed the following product set: CO$_2$, H$_2$O, CO, N$_2$, H$_2$, O$_2$, NO, NH$_3$, and CH$_4$. Bourasseau et al. compared their RxMC results to thermochemical calculations [53] and found excellent agreement (cf. Fig. 9). This work illustrates an important role that the RxMC method can perform in assessing theoretical models used in thermochemical codes such as Cheetah [78] and CHEQ [79]. Bourasseau et al. also developed a fluctuation formula to calculate thermodynamic
derivative properties in the reaction ensemble [53]. The formula accounts for fluctuations in energy, composition, and number of molecules, allowing for the determination of properties such as the heat capacity, as well as properties critical to detonation phenomena, including, sound velocities and Grüneisen coefficients.

### 3.5 Reactions Under Confinement

Another useful application of the RxMC method has been the modeling of molecularly confined chemical reaction equilibria, such as reactions occurring within porous carbons and zeolites. Experimental measurements of chemical reaction equilibria are difficult in these systems. For instance, it is usually impossible to distinguish between true chemical equilibria and long-lived metastable states or to determine the free energy of the confined phase. There have been several modeling studies in the literature that have used the RxMC method to determine the composition of a given reaction within a confined geometry.

In one of the initial applications of the RxMC simulation technique, Borówek et al. [42] simulated the conversion of two different model dimerization reactions near a hard wall and near a Lennard-Jones wall. They found strong enhancements of the conversion near these walls. Then, just a few years later, Borówek and Zagórski [43] examined the conversion of a Lennard-Jones dimerization reaction within a model pore. They found significant shifts of the equilibrium conversion within the pores, and the conversion was found to be sensitive to the pore width and to the strength of interaction with the pore walls (see Fig. 10).

In a more realistic system, Turner et al. [32] simulated the equilibrium conversion of the ammonia synthesis reaction ($\text{N}_2+3\text{H}_2\leftrightarrow2\text{NH}_3$) and the NO dimerization reaction ($\text{NO}+\text{NO}\leftrightarrow(\text{NO})_2$) within a model carbon pore, which was in equilibrium with a constant-
pressure gas phase [80]. Their results predicted that the conversion of these reactions in the pore would deviate significantly from the bulk phase conversion. The pore was modeled as a slit-shaped carbon pore, and the conversions of the two reactions were found to be strongly affected by the width of the pore (see Fig. 11), similar to the general findings of Borówko and Zagórski [43].

More recently, Lisal et al. [44] expanded the RxMC study of the NO dimerization reaction in carbon slit pores. They investigated the effects of temperature, pore width, bulk phase pressure, and capillary condensation on the conversion of the pore phase reaction. While the bulk phase pressure had only a small impact on the pore phase conversion, capillary condensation led to dramatic shifts (Fig. 12), with a moderate amount of hysteresis predicted in the pore phase conversion. In addition, the authors used the compositions predicted from the RxMC simulations as the basis for a set of molecular dynamics (MD) calculations to determine self-diffusion coefficients of the pore phase mixture (Fig. 12(c)).

Related to the NO dimerization reaction, Tripathi and Chapman [81] used perturbation density functional theory to model the conversion of this reaction within graphitic micropores. The density functional theory calculations used a slightly different potential model. However, the results showed very good agreement with the previous RxMC simulations of this reaction, with respect to the pore phase conversion and the density profiles within the pore, giving further validation to the RxMC approach.

The simulations of reactions in confinement have also been extended to alternate models of the carbon adsorbent [40]. For instance, the ammonia synthesis reaction has also been simulated within bundles of carbon nanotubes, on carbon slit pores chemically modified with functional (carboxyl) groups, and within “realistic” carbon models. The realistic carbon models
were generated using reverse MC by matching experimental structure data [82], yielding an atomistically-detailed carbon model. Interestingly, the simulated conversion within the realistic carbon model was accurately predicted by averaging the simulated results in the slit-shaped pore over the pore size distribution corresponding to the realistic carbon. The ammonia synthesis reaction within the functionalized pores was predicted to increase, due to the favorable electrostatic interactions between the polar product (ammonia) and the polar functional groups.

Other studies using the RxMC method have also emphasized the important role of the host structure in catalytic systems. For instance, the propene metathesis reaction system has been studied within zeolite pores in two recent reports [45,46]. In contrast to amorphous carbon materials, zeolites are crystalline materials with well-defined pores, which allow greater control over reaction sensitivity with respect to the host structure. In these two reports, the authors simulated the equilibrium conversion of three simultaneously occurring chemical reactions, involving propene, ethane, cis-2-butene, and trans-2-butene, where the pore phase was modeled with several different zeolite structures: silicalite-1, MFI, TON, LTL, and FER [83]. In conjunction with the RxMC simulation technique, the authors incorporated configurational-bias sampling, in order to improve sampling efficiency. Overall, the authors predicted significant increases in the pore phase conversion, as compared to the bulk phase (Fig. 13). In addition, the reaction conversion and selectivity were particularly sensitive to the zeolite pore structure, and the temperature and pressure had a strong influence on the predicted pore-phase composition. The results from these simulations are similar to the experimental measurements of the metathesis reaction, performed by van de Graaf et al. using a silicalite-1 membrane enclosed catalytic reactor [84,85].
3.6 Reactions Under Solvation and at Interfaces

One of the more straightforward applications of the RxMC approach is predicting the conversion of a chemical reaction within different solvents, and some of the most prevalent equilibrium-limited industrial reactions are esterification reactions. Along this line, Turner and Gubbins [49] used RxMC simulations to predict the conversion of the esterification of acetic acid (to produce ethyl acetate and water) within a supercritical carbon dioxide solvent and within carbon micropores. Experimentally, the conversion of this reaction is found to be significantly enhanced as the critical point of CO$_2$ is approached. In the RxMC simulations, this same enhancement was predicted, and from an analysis of the fluid structure, it was apparent that at these conditions there was a significant amount of clustering within the fluid (Fig. 14). It was rationalized that the clustering behavior near the critical point creates a favorable environment for a local enrichment of the product molecules, enhancing the overall conversion. Within the carbon pores, the conversion of the reaction was predicted to double, with a slight dependence on the degree of surface activation (modeled by functionalizing the surface with carboxyl groups).

Due to the importance of protein stability to biological and pharmaceutical applications, there is a strong need to develop predictive models for understanding the thermodynamics of protein folding, aggregation, crystallization, and phase separation. Recently, Cheung and Truskett [57] have used RxMC to predict protein stability in aqueous solutions using a coarse-grained simulation model. They compared the folding behavior of three different single-domain globular proteins (ribonuclease A, lysozyme, and metmyoglobin) over a range of thermodynamic conditions, in order to understand the experimentally-observed stability of the native-state as a function of the protein concentration. In this work, the authors gathered thermodynamic and structural information from heteropolymer collapse theory [86,87] and then used RxMC
simulations to efficiently sample between the folded/unfolded state at various conditions, by treating the folding equilibrium as a chemical reaction. These simulations are able to equilibrate rapidly, since a description of the folding and unfolding processes is unnecessary. Using this approach, the authors were able to predict protein folding behavior qualitatively consistent with experimental observations, and further work has been performed to develop more detailed information about the protein interactions and phase behavior [88,89].

Chemical reactions are known to be affected at vapor-liquid interfaces, and there have been several experimental and simulation reports in the literature highlighting the possible alterations to reaction kinetics [90]. Much less effort has focused on chemical reaction equilibria within these regions, but two recent examples in the literature have used RxMC simulations to predict reaction conversion at vapor-liquid interfaces [91,92]. In the first study, the equilibrium of an arbitrary reaction $A+A\rightleftharpoons B$ was simulated in a two-phase simulation box, which allowed the conversion of the reaction to be simultaneously predicted and compared among the liquid phase, the gas phase, and the vapor-liquid interface. It was found that at the interface, there could be either a strong enhancement or depletion of the reaction conversion, depending upon the intermolecular parameters assigned to the system (Fig. 15). An analysis of the system behavior suggested a relationship between the interfacial tension and the interfacial conversion, and this relationship was then tested and corroborated with additional simulations of realistic reactions, $\text{NO}+\text{NO}\rightleftharpoons (\text{NO})_2$ and $\text{Br}_2+\text{Cl}_2\rightleftharpoons 2\text{BrCl}$. In the second study, the previous model reaction system ($A+A\rightleftharpoons B$) was modified by adding surfactants to the vapor-liquid interface. The surfactants were shown to affect the interfacial tension, and in turn, induce shifts in the interfacial reaction conversion (Fig. 16). It was shown that the surfactant characteristics could be tuned to impart varying shifts in the equilibrium conversion at the interface. It is possible that
these types of simulations would be beneficial for enhancing current models of atmospheric and aerosol chemistry [93].

3.7 Pressure-Induced Solid-State Phase Transitions

RxMC has also been applied to the prediction of solid-state structural transitions, namely conformational polymorphism [56]. In the context of such an application, the RxMC technique provides a means of overcoming high-energy transition barriers, which may be caused, for example, by sterically-hindered atoms or molecules. The ability to simulate such behavior was demonstrated on crystalline nitromethane (CH$_3$NO$_2$) by treating the rotation of the methyl group about the C-N bond as a set of conformational isomerization reactions (see Fig. 17). RxMC was then used to predict the equilibrium concentrations of the rotamers as a function of pressure and temperature. Brennan et al. [56] further showed that implementing the standard MC method to simulate this type of polymorphic behavior is not appropriate. To illustrate this, they considered an isothermal-isobaric ensemble MC (NPT MC) simulation that included attempted internal rotations of the methyl group, in addition to the standard MC moves that displace and rotate the molecular center-of-mass. To mimic the RxMC algorithm and its set of isomerization reactions, attempted methyl group rotations were constrained to a set of dihedral angles ranging from 0° to 120° in the NPT MC simulation. A comparison of the dihedral angle distributions from such an MC simulation and an RxMC simulation is shown in Fig. 18. The discrepancies in the dihedral angle distributions arise because the RxMC algorithm guarantees equilibrium amongst the rotamers, while the NPT MC simulation cannot. Finally, since the acceptance probabilities of the isomerization reaction set varied considerably in this study, Brennan et al. developed a
simple algorithm within the RxMC framework that ensures the number of accepted reaction steps is equivalent for each reaction type [56].

It was suggested by Brennan et al. [56] that investigations of other solid-state transitions using the RxMC method could allow for the identification of key components of the transition mechanisms through the decoupling of the molecular degrees of freedom. They also suggested that the RxMC method could be a powerful tool in the interpretation of experimental measurements as well as in the confirmation of experimental findings.

4. Extensions of RxMC

Below we review recent extensions and adaptations of the RxMC method beyond the standard applications. These developments include the simulation of kinetics, the transport properties of reacting mixtures in porous solids, constant internal-energy or constant-enthalpy systems, and mesoscale simulations of chain molecules.

4.1 Transition State - RxMC

RxMC simulations have been traditionally used to predict the overall equilibrium of a chemical reaction, and the acceptance criteria for the reaction moves used in these simulations are based on the overall free energy of the reaction at a standard state. The effects of the surrounding environment on the reaction are included with intermolecular potentials, such as LJ and electrostatic interactions. This general approach to predict equilibrium conversion can also be applied to predict chemical reaction kinetics, within the context of transition state theory, and this implementation has been referred to as TS-RxMC [22]. Within the approximations of
canonical transition state theory, it is assumed that there is a quasi-equilibrium between the reactants and the transition state species (instead of the product species in an equilibrium-limited reaction), given several general approximations [94-97]. Conventional TST is further based on the assumption that the activation barrier, \( \Delta E^* \), is large compared to the thermal energy of the molecules (a rule of thumb is \( \Delta E^* > 5k_BT \)), so that barrier re-crossings are rare. The equilibrium between the reactants and the transition state is governed by the activation barrier, which can be approximated with quantum mechanical calculations or estimated experimentally. In a TS-RxMC simulation, the relative concentrations of the reactants and transition state species are estimated. These concentrations are affected by the standard-state activation barrier (an input parameter) and the intermolecular interactions present in the simulations. The relative concentrations of the reactants ([A_1] to [A_{NR}]) and transition state species ([TS]) can be used to quantify shifts in the chemical reaction kinetics in different environments according to

\[
k = \kappa \frac{k_BT}{h} \frac{[TS]}{[A_1]...[A_{NR}]}
\]

In this equation, \( \kappa \) accounts for any re-crossing of the transition-state barrier, and \( h \) is Planck’s constant.

The TS-RxMC formalism can be used to identify how reaction kinetics can be changed within confined structures. For example, the transition state for a particular reaction may become geometrically constrained in a confined environment, significantly reducing the probability of forming the transition state and ultimately degrading the reaction kinetics. Alternately, certain constraints may favor the formation of the transition state, and hence, increase the rate of a particular reaction. Using this approach, Turner et al. [22] predicted
enhancements of almost two orders of magnitude in the reaction rate of a model reaction, when the reaction was confined within carbon nanotubes, since the geometry of the transition state strongly favored this particular environment.

4.2 RxMC at Fixed Total Internal Energy or Enthalpy

Simulations of the properties of reactive fluid systems at fixed total internal energy $U$ or at fixed total enthalpy $H$ are important problems of both theoretical and practical interest. Two examples are: (i) detonations at specified $(U, V)$; and (ii) adiabatic reaction temperature and composition calculations at specified $(H, P)$. For such problems, the main objective is to calculate the system temperature along with other system properties.

Simulations at fixed $U$ or $H$ for non-reactive systems were first considered by Graben and Ray [98], and later by Kristóf and Liszi [99]. However, they developed approaches that perform a simulation at a specified value of the sum of the system kinetic energy and the configurational energy, and at a specified value of the sum of these quantities and $PV$. The system kinetic energy corresponds to $(f/2)N/\beta$, where $f$ is the number of degrees of freedom per particle. However, the specified quantities do not correspond to the total internal energy and total enthalpy, respectively. This is because in the case of atomic fluids, the electronic and nuclear energy-level contributions to the system’s ideal-gas energy $U^{IG}$ are not included. Likewise, in the case of molecular fluids the vibrational, electronic, and nuclear energy-level contributions to $U^{IG}$ are also not included (rotational energy levels are treated approximately).

To circumvent this issue, Smith and Lisal [58], and Lisal et al. [100] developed an approach that allows the total $U$ or total $H$ to be fixed in simulations. The method is applicable to both non-reacting and reacting (in conjunction with the RxMC technique) fluid systems in
single or multiple phases. The method considers a MC step for a change in the inverse
temperature \( \Delta \beta = \beta_i - \beta_k \), in addition to standard particle displacements/reorientations, reaction
moves, volume changes (for constant-\( P \) simulations), and inter-phase particle transfers (for
multiple phase simulations). The trial \( \beta \) changes are accepted with probability [58,100]

\[
P_{kl}^\beta = \min \left\{ 1, \exp \left[ \left( U_k^\text{IG} + U_k - U^* \right) \Delta \beta \right] \right\} 
\]

(34)

for a simulation at fixed \((U, V)\) and

\[
P_{kl}^\beta = \min \left\{ 1, \exp \left[ \left( H_k^\text{IG} + U_k + P^*V_k - \frac{N}{\beta_k} - H^* \right) \Delta \beta \right] \right\} 
\]

(35)

for a simulation at fixed \((H, P)\). In the above equations, the superscript (*) denotes the specified
input value. The ideal-gas values \( U^\text{IG} \) or \( H^\text{IG} \) are conveniently obtained from tabular
compilations of thermochemical data [64,65] with the definitions

\[
H^\text{IG} = \sum_i \frac{N_i}{N_A} h_i^\text{IG} 
\]

(36a)

\[
h_i^\text{IG} = \Delta H_{fi} (298.15) + \int_{298.15}^T c_{pi}(T) dT 
\]

(36b)

\[
U^\text{IG} = H^\text{IG} - \frac{N}{\beta} 
\]

(36c)
where $\Delta H_i$ is the molar enthalpy of formation of species $i$, $c_P$ is its molar heat capacity, and $N_A$ is Avogadro’s constant.

The RxMC method at specified $(H, P)$ was applied by Lísal et al. [101] to the industrially-important ammonia synthesis reaction in an adiabatic plug-flow reactor. They performed direct simulations of the equilibrium reaction temperature and the composition of the exit stream as a function of the temperature and pressure of the inlet stream. The reacting species were modeled by all-atom potentials. They compared the simulation results with experimental data and with a thermodynamic model based on the Soave–Redlich–Kwong equation of state (Fig. 19). The simulation results for the reaction conversion showed very good agreement with the available experimental data over a wide range of temperatures and pressures, whereas the corresponding results for the thermodynamic model slightly deteriorated with increasing pressure.

4.3 Dual Control Cell Reaction Ensemble Molecular Dynamics

Confinement contributes significantly to the thermodynamic and transport properties of fluids if reactions and phase separation occur simultaneously in porous materials. Lísal et al. [60] developed a simulation tool that allows for the study of fluid mixtures that are simultaneously chemically reacting and adsorbing in a nanoporous material. The method is a combination of the RxMC technique and the dual control volume grand canonical MD method [102,103]. The method, termed the dual control cell reaction ensemble molecular dynamics method (DCC-RxMD), allows calculation of both equilibrium properties and non-equilibrium transport properties in nanoporous materials such as diffusion coefficients, permeability, and mass flux. Control cells, which are in direct physical contact with the porous solid, are used to
maintain the desired reaction and flow conditions for the system. The simulation set-up closely mimics an actual experimental system in which both the thermodynamic and flow parameters are precisely controlled.

To mimic reaction and adsorption mechanisms in a nanoporous material, the DCC-RxMD method considers a simulation box as shown in Fig. 20. A membrane of thickness $\delta$ is placed at the center of the simulation box. The left-hand-side of the simulation box with reaction control cell I corresponds to a reaction void of a real nanoporous material, while the right-hand-side of the simulation box with transport control cell II corresponds to a transport void of a real nanoporous material. The DCC-RxMD method imposes periodic boundary conditions in both the $y$ and $z$ directions since it is assumed that the sizes of the reaction and transport voids in these directions are much larger than the membrane thickness. The reaction equilibrium in control cell I is controlled by the RxMC method, and the trajectories of the fluid particles within the entire DCC-RxMD simulation volume are generated by the MD simulation method. In order to maintain a flux of particles through the membrane, the DCC-RxMD method imposes a pressure gradient across it. The pressure gradient is indirectly controlled by performing GCMC particle insertion and deletion steps in control cell II (the transport void) only. For such a set-up, the DCC-RxMD simulation proceeds as follows. After $n_{MD}$ MD steps, the system is frozen, i.e., particle positions are held fixed, and the DCC-RxMD performs $n_{RxMC}$ forward and reverse reaction moves in control cell I, and $n_{GCMC}$ particle creation and destruction steps in control cell II. Both the RxMC and GCMC algorithms require insertion of particles into the control cells. The velocities for the inserted particles are assigned from a Maxwell-Boltzmann distribution corresponding to the specified $T$. Values of $n_{MD}$, $n_{RxMC}$, and $n_{GCMC}$ must be chosen appropriately to maintain reaction equilibrium in control cell I, constant chemical potentials in control cell II,
and reasonable transport rates at the boundaries between the control cells and the membrane region.

The DCC-RxMD method was applied to the dry reforming of methane reaction (see Fig. 21) within a nanoscale reactor model in the presence of a semi-permeable membrane that was modeled as a nanoporous material similar to silicalite [60,104]. In Refs. [60] and [104], the authors studied the effects of the membrane structure and porosity on the permeability of the reaction species by considering three different membrane models. They also studied the effects of an imposed pressure gradient across the membrane on the mass flux of the reacting species. Conversion of syngas (H$_2$/CO) increased significantly for all nanoscale membrane reactor models considered in the study.

### 4.4 Reaction Ensemble Molecular Dynamics

An extension of the RxMC method that is a more general application of the DCC-RxMD is called the reaction ensemble molecular dynamics method (RxMD) [59]. Similar to the DCC-RxMD, RxMD combines the RxMC method with constant-temperature MD. The method can be used to calculate the equilibrium transport properties of reacting mixtures that cannot be determined by using the RxMC method alone. A schematic of the RxMD method is shown in Fig. 22. To avoid disruption to the deterministic pathway of the particle trajectories, the total simulation cell is partitioned into a set of control cells and a dynamic cell positioned between these control cells. A model reaction system, 2A$\leftrightarrow$B, is shown in Fig. 22, where MD time steps are performed in all three cells while reaction steps are performed in the control cells only. Since the control cells are in direct contact with the dynamic cell, the particles are able to move freely amongst all three cells. The properties of the dynamic cell (which is extended in the $x$-direction
relative to the control cells) are calculated from an interior portion of the dynamic cell (shown as dashed lines in Fig. 22). The interior portion of the dynamic cell should be as far away from the control cell-dynamic cell interfaces as possible in order to minimize differences in the thermodynamic states (i.e., species concentrations) between the cells. Thermodynamic and transport properties are calculated in the dynamic cell by using the constant-temperature MD method [66], while a number of RxMC reaction steps are performed between MD displacement steps to ensure that the control cells are maintained at the system conditions. Note that due to periodic boundary conditions, the control cells on either side of the dynamic cell behave as a single, continuous cell. Also note that the dynamic properties that are calculated are more precisely dynamic equilibrium properties since they describe correlations at different times along an equilibrium trajectory [66]. Finally, note that analogous to the RxMC method, RxMD predicts the physical effects on reaction equilibria as opposed to predicting chemical effects, and furthermore, no reaction rate information can be gained directly from an RxMD simulation. Despite these limitations, the RxMD method can provide unique insight into the molecular-level dynamic behavior of a wide variety of reacting systems. RxMD appears most appropriate when reaction rates are very fast relative to diffusion events, so that reaction and thermodynamic equilibrium is assumed to be maintained at each point in the system.

At this point, it is worth noting a few fundamental differences between the RxMD method and the DCC-RxMD method described in Section 4.3. Analogous to the DCC-RxMD approach, the RxMD method also can be applied to the study of inhomogeneous fluids, e.g., fluids confined in nanoporous materials or membranes, by incorporating a porous model into the dynamic cell. However, while the RxMD method can be applied to both homogenous and inhomogeneous systems, the control cells remain at identical thermodynamic conditions via the
RxMC method. Contrastingly, the two control cells in the DCC-RXMD method can be maintained at different thermodynamic conditions via the RxMC and GCMC methods, respectively. A DCC-RxMD simulation would reduce to an RxMD simulation if both control cells were maintained at the same thermodynamic conditions. In such a case, the confining walls in the DCC-RxMD schematic (Fig. 20) would be unnecessary. Finally, note that the gradient imposed by the control cells in the DCC-RxMD method drives fluid flow through the porous material, allowing for both equilibrium and non-equilibrium transport properties to be determined.

4.5 Cavity Bias - RxMC

A few adaptations of the RxMC method that address phase space sampling difficulties have been developed. One of the adaptations, mentioned previously in Section 3.7, was an algorithm that adjusts the sampling probabilities for each reaction type in a multi-reaction system, with the goal of achieving equality of the acceptance probabilities. This algorithm has been shown to enhance sampling efficiency for RxMC simulations that contain multiple reactions with disparate reaction step acceptance probabilities [56]. Two other adaptations have been developed to overcome poor sampling, which may be caused by energetically-unfavorable conditions during the product molecule insertion step. In one of these possible solutions, a cavity-bias sampling algorithm [105-107] was developed for the RxMC method, denoted as CB-RxMC [23]. Akin to other biasing schemes that are implemented into insertion-based MC methods, such as GEMC [107], CB-RxMC searches for unoccupied space in the reacting mixture whereby the insertion of a product molecule is more energetically favored. This sampling bias is then corrected in the acceptance criteria. Implementation of the CB-RxMC algorithm allows for
the study of reacting mixtures at high density, which are not feasible with conventional random sampling. For a given state point, the efficiency of the CB-RxMC technique depends on the number of trial insertions \( k_i \) for each attempted reaction step. A computational tradeoff exists between the additional expense of generating \( k_i \) configurations and the overall phase space sampling efficiency (see Fig. 23). A simple approach was suggested for optimizing the value of \( k_i \). In the original paper [23], the method was shown to increase the efficiency of the reaction steps by a factor greater than 20 in some of the cases considered. CB-RxMC can be readily generalized to other biasing schemes, such as orientation-biasing of polar molecules and configuration-biasing of polyatomic and chain-like molecules. The CB-RxMC algorithm has been implemented recently in the simulation of the Hugoniot curve for nitromethane [108], while a similar method has been utilized recently to map out the Crussard curve of nitromethane [53].

### 4.6 Replica Exchange for RxMC

In general, when configuration sampling becomes challenging in a molecular simulation, one of the recent solutions is to apply the replica exchange technique [109,110]. This approach simultaneously simulates multiple non-interacting replicas of a given system, and periodically exchanges configurations among the replicas. Typically, the temperature is incrementally varied among the replicas, so that the configuration swaps with higher temperature replicas allow the system to easily escape local minima energy traps. This approach allows phase space to be more efficiently sampled, and it has been successfully applied to many systems within the last few years [110-117].

Recently, the replica exchange technique has been applied to RxMC simulations; it was abbreviated as RE-RxMC [24]. The acceptance criterion for a configuration swap between
replicas labeled “A” and “B” is shown below, while the forward and reverse reaction steps within each replica follow the standard RxMC acceptance rules.

\[
P_{\text{swap}} = \min \left\{ 1, \exp \left[ -\beta_i \Delta U_i (x_{iA}) - \beta_i \Delta U_i (x_{iB}) - \delta \xi \left( \frac{\Delta G^\circ_i}{RT_i} - \frac{\Delta G^\circ_j}{RT_j} \right) + \delta \xi \ln \left( \frac{V_i}{V_j} \right) \right] \right\} \tag{37}
\]

Here, \( \Delta U_i (x_i) = [U_i(x) - U_i(x')] \) and \( \beta_i = 1/(k_B T_i) \), where the \( U_i(x) \) term represents the potential energy of configuration \( x \) calculated with the intermolecular potential assigned to replica \( i \). The variable \( \Delta G^\circ_i \), represents the ideal-gas standard free energy at reference pressure \( P^\circ \) of the reaction within replica \( i \), \( V_i \) is the volume of replica \( i \), and \( \delta \xi \) is used to account for the difference in the extent of conversion among the two replicas

\[
\delta \xi = \frac{N_i(x_{iB}) - N_i(x_{iA})}{V_i} \tag{38}
\]

RE-RxMC simulations require slightly more finesse than replica exchange simulations in other ensembles. This is due to the fact that incrementing the temperature (or other parameters) among the replicas can induce dramatic shifts in the equilibrium conversion within each replica, and dissimilar conversions among the replicas cause the acceptance probability for the configuration swaps to become very small. However, it is possible to temper other variables, as well, and this can substantially increase the swap acceptance probability. In Ref. [24], the authors use the RE-RxMC technique to significantly improve the Monte Carlo sampling within a
high-density fluid. This is accomplished by incrementally reducing the magnitude of the intermolecular potential within the replicas (which improves sampling) and simultaneously scaling the reaction free energy within each of the replicas, in order to maintain the equilibrium conversion within each replica close to that of the central image. While the RE-RxMC method is not a straight-forward approach, in challenging cases, it can be used to improve sampling efficiency by two or three orders of magnitude (Fig. 24).

4.7 Reaction Ensemble Dissipative Particle Dynamics

Recent advances in polymer synthesis techniques have enabled polymers to be functionalized with one or more bonding groups that can each form a reversible linkage of precise functionality with another bonding group. The functionalized polymers then bond together to form supramolecular polymers of various architectures. For example, supramolecular diblock copolymer systems consist of chemically-incompatible homopolymers A and B with terminal hetero-complementary bonding groups that can reversibly bind to form AB diblock copolymers. The reversible nature of the linkage between bonding groups implies that an external field, e.g., temperature, can be used to control the average size and architecture of the supramolecular polymers, and hence, the system properties such as the viscosity. To simulate such phenomena, the reversible linkage can be treated as a chemical reaction, for example as $A + B \leftrightarrow AB$ for the supramolecular diblock copolymer system. The average chain length and architecture of the supramolecular polymers directly depends on the reaction equilibria behavior. The length and time scales of the formation of supramolecular polymers are beyond the scope of atomistic simulations so one must rely on coarse-grained, particle-based mesoscale models, such as soft bead-spring models that retain only the most essential features of the system.
Recently, Lísal et al. [61] proposed a mesoscale simulation technique, called the reaction ensemble dissipative particle dynamics method (RxDPD), for studying the reaction equilibria of polymer systems. The RxDPD method combines elements of dissipative particle dynamics (DPD) [118-121] and RxMC, allowing both static and dynamic properties of a polymer system to be determined. An RxDPD simulation of polymers contains full polymer chains, and depending on the type of reaction being simulated, a certain number of fractional polymer chains, i.e., polymer chains with fractional DPD particles. These fractional particles are coupled to the system via a coupling parameter $\lambda$ that varies between zero (no interaction between the fractional particles and the other particles in the system) and one (full interaction between the fractional particle and the other particles in the system). For example, in the case of the supramolecular diblock copolymers, the system contains (in addition to full A, B, and AB polymers) two fractional polymers (see Fig. 25): one fractional polymer, either $fA$ or $fB$, and another fractional polymer, $fAB$ [122]. The time evolution of the system is governed by the DPD equations of motion, accompanied by changes in $\lambda$. Changes in $\lambda$, which mimic forward and reverse reaction steps, are either accepted with a probability derived from the grand canonical partition function or governed by an equation of motion derived from the extended Lagrangian [123].

The utility of the RxDPD method was first demonstrated on several simple polydisperse homopolymer systems [61]. The polydispersity was not specified in these simulations; rather, it was predicted using the following set of polymerization reactions

$$A_i \leftrightarrow A_{i+1} \quad (i = 1, 2, ..., \infty)$$  \hfill (39)
where $A_i$ and $A_{i+1}$ denote polymers of lengths $i$ and $i+1$, consisting of $i$ and $i+1$ DPD particles, respectively. Currently, Lisal et al. [122] are applying the RxDPD method to the simulation of supramolecular diblock copolymer systems.

5. Discussion

From this review, it is clear that the RxMC method is a powerful simulation tool for studying reacting mixtures. Its primary utility is for efficiently predicting shifts of reaction equilibria caused by non-ideal environments. RxMC can be considered as a complementary tool to the various other computational approaches that are available [10], such as ab initio calculations. Taken together, these tools can provide a more complete description of the phenomena occurring in chemically reacting systems. We saw that RxMC can be applied to a wide scope of reacting systems, and it is our hope that this review provides motivation to apply it further. Other applications might include gelation studies, atmospheric chemistry, and electrochemistry, for example, a strategy for the prediction of aqueous electrolyte solubility based on a combination of the RxMC and MD methods was recently presented by Lisal et al. [124]. Still other applications could include reactions involving condensed phases, such as carbon cluster formation which often occurs during detonation and combustion processes. Bourasseau et al. [53] have previously considered such events by implementing the RxMC method to simulate reaction equilibria for the gas-phase, while an equation of state was used to model the condensed carbon phase. With the advancement of phase sampling techniques, it may be possible to model both of these phases with the RxMC method. Still other applications of the RxMC method could include chemical reactions occurring within biological systems or organisms. In particular, application to protein structure prediction, such as the
folding/unfolding equilibrium demonstrated by Cheung and Truskett [57], could provide a great deal of understanding in highly complex systems. These types of biological events are known to be strongly influenced by even slight changes in the surrounding environment, and the RxMC approach may be an attractive option for examining these influences.

We also reviewed several extensions and adaptations of the RxMC method, which may broaden the application of the RxMC framework to many other systems and reacting conditions in the future. Recent advances of the RxMC method have demonstrated efficient routes for modeling dense fluids and chain molecules, and future advances are anticipated which may extend the RxMC approach to other challenging cases, such as condensed-phase systems and polymer chemistry. While the RxMC method has already been shown to be useful for many applications, the quality of the results is particularly dependent upon accurate intermolecular potentials and free-energy-of-reaction data. Some of this data is already available for common systems and materials, but as novel adsorbents and chemical species are synthesized, more accurate data will be needed. Most importantly, the RxMC approach has the power to model new reactions and new reacting environments with a great deal of predictability, without the intense parameterization often required by EOS-based calculations. Moreover, as CPU speeds advance and complementary phase sampling algorithms are further developed, it is expected that RxMC can be integrated into commercial simulation packages to accurately and efficiently predict the behavior of chemically reacting systems.
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Fig. 1: Mole fraction of (NO)$_2$ dimers for the bulk phase saturated liquid. The solid points and line represent experimental data. The open points and dashed line correspond to RxMC simulations. Reprinted with permission from Ref. [32]. Copyright 2001, American Institute of Physics.

Fig. 2: Mole fraction of ammonia for the bulk phase reaction of N$_2$ and H$_2$ in a 1:3 mixture, with the addition of inert gases (2.5 mol% Ar; 7.5 mol% CH$_4$). The solid points and solid lines represent a fit to the experimental data, while the open points and dashed lines correspond to RxMC simulations. Key: 573 K (circles), 673 K (diamonds), 773 K (squares), 873 K (triangles). Reprinted with permission from Ref. [32]. Copyright 2001, American Institute of Physics.

Fig. 3: The pressure-composition diagram for the isobutene/MTBE system at 350 K. Open circles and filled diamonds are the GEMC and the RGEMC simulation results, respectively. The solid and dashed lines represent predictions using the Wilson and UNIFAC thermodynamic approaches, respectively. The dotted curves drawn through the GEMC simulation data are guides for the eye only. Reprinted with permission from Ref. [54]. Copyright 1999, American Chemical Society.
Fig. 4: Projection in the ternary composition triangle of the complete reaction and phase-equilibrium diagram for the MTBE ternary system at 5 bar [38]. Crosses connected by solid lines indicate the reactive tie-lines at a series of temperatures \(\{355, 360, 362, 365, 370\}\) K, as determined by the RxMC simulation results of this work; circles around the crosses denote approximate statistical uncertainties for the simulation results. The dashed and dotted lines represent our predictions of the reaction and phase equilibrium using the Wilson and UNIFAC thermodynamic approaches, respectively. Reproduced with permission. Copyright 2002 American Institute of Chemical Engineers (AIChE).

Fig. 5: Equilibrium composition of the argon plasma at a pressure of 10 bar, over the temperature range 10,000-100,000 K (filled symbols denote the RxMC simulation results of Lisal et al. [48], with dotted and solid curves corresponding to results obtained using the ideal-gas and Debye-Hückel approximations, respectively). Reprinted from Ref. [48], by permission of the publisher (Taylor & Francis Ltd.).

Fig. 6: Molar heat capacity of the helium plasma at 400 MPa, over the temperature range 20,000–100,000 K. Filled symbols denote the RxMC simulation results, with dotted and solid curves corresponding to the results obtained using the ideal-gas and Debye–Hückel approximations, respectively. Reprinted with permission from Ref. [47]. Copyright 2000, American Institute of Physics.
Fig. 7: Shock Hugoniot of liquid N$_2$. Calculated values from RxMC simulations using a reactive (circles) and non-reactive (squares) model are compared with experimental data (triangles) [125,126]. The shock pressure is plotted versus the molar volume of N$_2$. Reprinted with permission from Ref. [50]. Copyright 2002 by the American Physical Society.

Fig. 8: Open symbols and closed symbols indicate experimental measurements and theoretical predictions, respectively; where squares are restricted path integral MC results [127]; circles are ab initio MD simulations [128]; and triangles are the combined direct path integral MC and RxMC simulations [52]. See original paper [52] for details of experimental measurements. Reprinted with permission from Ref. [52]. Copyright 2004 by the American Physical Society.

Fig. 9: Calculated Crussard curve of PETN. Thermochemical code results from [129]. Reprinted with permission from Ref. [53]. Copyright 2007, American Institute of Physics.

Fig. 10: The average mole fraction of the product, $X_B$, for the reaction $2A \leftrightarrow B$ in pores of width $H = 4$ (squares) and $H = 10$ (diamonds), and for values of $\Gamma = 1$ (solid line) and $\Gamma = 10$ (dotted line), as a function of the equilibrium bulk density $\rho_b^*$. The circles correspond to results for the corresponding bulk systems. Here, $\Gamma$ represents the ideal gas equilibrium constant. Reprinted with permission from Ref. [43]. Copyright 2001, American Institute of Physics.
Fig. 11: Mole fraction of dimers for the pore phase at a constant bulk pressure of 0.16 bar, for various pore widths expressed as multiples of $\sigma_{\text{NO}}$, where $\sigma_{\text{NO}}$ is the LJ diameter for the NO molecule (0.3172 nm). Reprinted with permission from Ref. [32]. Copyright 2001, American Institute of Physics.

Fig. 12: (a) Mole fraction of (NO)$_2$ dimers, (b) average fluid densities in the pore, and (c) one-dimensional self-diffusion coefficients for the NO monomers and (NO)$_2$ dimers, $D_{\text{NO}}$ and $D_{(\text{NO})_2}$, as a function of bulk pressure $P_{\text{bulk}}$ in the model carbon slit nanopore with a width of 1.7 nm at a temperature of 125 K. The symbols are simulation results of this work and the lines are drawn as a guide to the eye. The adsorption and desorption data points are shown as filled and open symbols, respectively. Reprinted with permission from Ref. [44]. Copyright 2006, American Institute of Physics.

Fig. 13: Equilibrium composition in silicalite-1 (filled symbols) determined from GCMC simulations including RxMC trials and particle identity changes. The composition of the bulk reservoir (open symbols) is the chemical equilibrium composition obtained from the NPT simulations. Calculations have been carried out at 1 bar bulk pressure. The full and dotted lines are guides to the eye. Reprinted with permission from Ref. [45]. Copyright 2005, American Institute of Physics.
Fig. 14: Simulation snapshot of the esterification reaction in 90 mole % CO\textsubscript{2} at 360 K. For clarity, only ethyl acetate molecules are shown. The snapshot shows significant clustering in the fluid. Reprinted with permission from Ref. [49]. Copyright 2003, American Institute of Physics.

Fig. 15: Mole fraction of B (x\textsubscript{B}) across the vapor-liquid interface of the A/B dimerization reaction at a reduced temperature of 0.92. Key: $\sigma\textsubscript{B}/\sigma\textsubscript{A} = 1.25$ (solid line), $\sigma\textsubscript{B}/\sigma\textsubscript{A} = 1.50$ (dashed line), $\sigma\textsubscript{B}/\sigma\textsubscript{A} = 1.75$ (dotted line). Reprinted with permission from Ref. [91]. Copyright 2005, American Chemical Society.

Fig. 16: Mole fraction profile across the vapor-liquid interface with the addition of various surfactant models (C06-C16) at a reduced temperature of 0.92. See the original paper [92] for definitions of the surfactant models. For clarity, the curve corresponding to C14 has been removed. Reprinted with permission from Ref. [92]. Copyright 2007, American Chemical Society.

Fig. 17: Set of conformational polymorphic reactions used in the RxMC simulations to mimic the methyl group rotation about the C-N bond in crystalline nitromethane. Reprinted with permission from Ref. [56]. Copyright 2007, American Chemical Society.
Fig. 18: Comparisons of the dihedral angle distributions determined from NPT-MC simulations (dashed) and RxMC simulations (solid) for the methyl group rotation in crystalline nitromethane. Reprinted with permission from Ref. [56]. Copyright 2007, American Chemical Society.

Fig. 19: (a) Adiabatic reaction temperature $T_{ex}$, and (b) equilibrium ammonia yield $y_{NH_3}$ as a function of pressure $P$ for a non-reacting inlet stream consisting of a stoichiometric mixture of N$_2$ and H$_2$ (1:3) at the inlet temperature 298.15 K. The diamonds are the $(H, P)$ RxMC simulation results of Lísal et al. [101], with the dotted line serving as a guide to the eye only. The dashed and solid lines correspond to results calculated from the ideal-gas and Soave–Redlich–Kwong thermodynamic models, respectively. Reprinted from Ref. [101], Copyright 2005, with permission from Elsevier.

Fig. 20: Schematic of a DCC-RxMD simulation box comprised of a reaction control cell I and a transport control cell II separated by a semi-permeable membrane. A model reaction $2A \leftrightarrow B$ takes place in the reaction control cell I while component B is separated via the semi-permeable membrane. Periodic boundary conditions, applied in both the $y$ and $z$ directions, are omitted in the $x$ direction due to the presence of repulsive confining walls (in the $yz$ plane) at each end of the simulation box. Reprinted with permission from Ref. [60]. Copyright 2004, American Institute of Physics.
Fig. 21: (a) Hydrogen molar flux $J_{H_2}$ (●), and $N_1/N_1^{ini}$ (○) as a function of the hydrogen partial pressure difference $\Delta P_{H_2}$ and (b) the composition in the reaction void $x_i^l$ (CH$_4$, □; H$_2$,○; CO,◊) as a function of $\Delta P_{H_2}$ in the case of Powles’ membrane obtained from the DCC-RxMD simulations. Due to identical initial compositions of CH$_4$ and CO$_2$, $x_{CH_4}^l = x_{CO_2}^l$ (within statistical uncertainties), $x_{CO_2}^l$ is not plotted. The lines serve as a guide to the eye only. Reprinted with permission from Ref. [60]. Copyright 2004, American Institute of Physics.

Fig. 22: Schematic of the reaction ensemble molecular dynamics method. The model reaction, $2A \leftrightarrow B$ is occurring. MD particle displacement steps (solid trajectories) occur in all three cells, while RxMC reaction steps (dotted arrows) occur only in the control cells. The dashed lines denote the portion of the dynamic cell in which the dynamic properties are calculated. Reprinted with permission from Ref. [59]. Copyright 2004 by the American Physical Society.

Fig. 23: Efficiency of the CB-RxMC algorithm as a function of the number of trial insertions for the $2H_2O+C_2H_4 \leftrightarrow 2CO+4H_2$ reaction at different pressures. Line is shown as a guide to the eye only. Reprinted from Ref. [23], by permission of the publisher (Taylor & Francis Ltd.).

Fig. 24: RxMC versus RE-RxMC simulation results at $T^* = 3.0$ and $\rho_T^* = 0.69$ with $\delta \kappa = -0.03$, $\delta \Delta G_{AB}^{\circ} = 0.83$, and $M = 13$, where $T^*$ is the reduced temperature, $\rho_T^*$ is the reduced density, $\delta \kappa$ is
the intermolecular potential scaling factor, $\delta \Delta G_{AB}^\circ$ is the reaction free-energy scaling factor, and $M$ is the number of replicas (cf. Ref [23] for details). For clarity, only the central replica of the RE-RxMC simulation is shown (solid grey line), along with the mole fraction from the standard RxMC simulations (solid black line), and the final equilibrium average (dashed black line). Reprinted with permission from Ref. [24]. Copyright 2007, American Chemical Society.

Fig. 25: Fractional polymers $f_{A_n}$ and $f_{A_nB_m}$ for the mesoscale simulation of supramolecular diblock copolymer systems. The subscripts $n$ and $m$ denote the number of DPD beads of homopolymers A and B, respectively; $\lambda$ is the coupling parameter and $a_{ij}$ is the maximum repulsion between particles $i$ and $j$. Note that for $\lambda=0$, $f_{A_n}$ and $f_{A_nB_m}$ become the full $A_n$ and $B_m$ homopolymers, respectively, while for $\lambda=1$, $f_{A_n}$ disappears from the system and $f_{A_nB_m}$ become the full $A_nB_m$ diblock.
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